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Abstract

The description of the transfer function of an object, relating to its external influences (i.e.
temperature), is a fundamental task within the framework of deformation analysis. By the
definition of deterministic forcing functions, the answering of this question allows the prediction
of relevant object reactions. Thus, critical system states can be simulated. In case of quantifiable
physical structures, the time domain transfer function can be formulated by differential equations
('white box model'). This dynamic modeling method enables the consideration of the system
capability to store and deliver energy with a time delay. Consequently, its behaviour under
dynamic loads respectively the transitions between static loads can be described.

In the context of this paper, second order differential equations are combined with observations to
a dynamic Kalman filter. The transition matrix is derived by spectral analysis of the state-space
notation. The adaptive extension of the state vector with a physical part enables to estimate a
priori unknown material parameters. Thus, the adaptation of the system equations to the
observations is performed by a parametric identification.

The practical realization is effected by the identification of oscillating systems. Using simulations,
the estimation problems concerning in general non-observable physical parameters in the state
vector (defect in configuration) are discussed. If the behaviour of these parameters is described by
an 'identity model', the filtering is primarily influenced by the accompanying 'random walk
process'. It is shown that the creation of convergent solutions is possible, whereby, for the
identification phase, only some few oscillations are necessary.

1. Introduction

Within the framework of deformation models it is to distinguish between two essential
approaches, the 'descriptive' and the 'causative models' (WELSCH and others, 2000). Using
descriptive models, the object transfer function and external influences (correcting variables) such
as temperature, loads, etc. are neglected. As a consequence and main disadvantage, these aspects
are not considered in deformation analysis. This neglecting does not appear in case of causal
deformation models. Especially in the 'dynamic model' it is taken care to the object's capability to
absorb, store and deliver energy in a time delayed deformation movement. Applicating this model,
the temporal behaviour of the object is described very closely to reality. In contrast to the 'static
model', the analysis and discussion of the transition period between static states of equilibrium is
possible (HEUNECKE, 1995). This consideration is, for example, necessary in the case of thermal
deformations because of the object's very slow temperature equalization (see KUHLMANN, PELZER

1997).

The identification (in ISERMANN, 1988 it is the experimental determination) of causative
relationships may ensue 'non - parametric' or 'parametric' (ISERMANN 1988, HEUNECKE 1995,
WELSCH and others 2000). In the first case, the object model exists as a pure 'input-output model'
('grey-' respectively 'black box model'). The abstract formulation of the transmission behaviour is
the main disadvantage of this description method. In the case of parametric identification the
physical object structure is totally described by differential equations. The parameters of these
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equations (i.e. rigidity, thermal conductivity etc.) can be physically interpreted. Its identification
by geodetic measurements enables the control and discussion within the framework of deforma-
tion analysis. In the following sections such a 'white box model' in a dynamic representation is
derived and discussed.

2. Integration of linear differential equations into the system equations of a
Kalman filter

2.1 Fundamentals

The identification of a white box model requires the combination of a theoretically quantified
structure model (set of differential equations) with object measurements discrete in locus and / or
in time. For this task the Kalman filter is a particularly suitable tool. The structure model of the
examined object is a part of its system equations. The experimental components are represented
by the measuring equations. Using the innovation (discrepancy between measurements and model
prediction) system and measuring equations are combined to an optimal estimation of the system
state. The statistical evaluation of the innovation, in the sense of a test of consistency, allows the
online control of the object behaviour. If there exist a priori insufficient known physical
parameters in the system equations, they can be estimated and consequently identified by means
of an adaptive filter extension (section 2.3).

In the following considerations it
is assumed that the structure mo-
del only consists of time depen-
dent ordinary differential equa-
tions. For this case the fundamen-
tal equation of linear dynamic
elasticity is a typical example
(MÖHLENBRINK/KRZYSTEK 1984,
HEUNECKE 1995), whereby a
building is abstracted as a system
of masses, springs and dampers.
The isolation of single elements
of this vectorial differential equa-
tion leads to linear differential
equations.

In this paper the modelling of the object structure is limited to the domain of linear differential
equations. In consideration of the finite sampling rate of geodetic observations the Kalman filter
itself is represented discretely in time (GELB 1974, SCHRICK 1977, HEUNECKE 1995).

In SCHRICK (1977) the integration of a linear differential equation (LDE) in the system equations
of a discrete Kalman filter is formally realized using the state-space notation. The scalar LDE of
order n
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is a mathematical (part of a) model for a linear respectively linearized dynamic system. The
variable y and its higher derivatives are the interesting scalar output quantities, u represents a
scalar deterministic system input (correcting variable) and w a scalar stochastic input (disturbance
variable) which is introduced because of an incomplete system quantification. Defining a number
of n state parameters
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21

−=== n
n yx,,yx,yx && (2)

at which n is corresponding with the order of the LDE, (1) is transformed in a vectorial differen-
tial equation consisting of n first order LDE's, the continuous state-space model (SCHRICK, 1977).

Figure 1: Identification of a white box model
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In (3) x is the state vector, F the square system dynamics matrix, G the coefficient matrix of
continuous correcting variable and D the coefficient matrix of continuous disturbance variable.

The transition to a discrete representation, which corresponds with the system equations of the
Kalman filter, is realized using the following relationship (GELB 1974, SCHRICK 1977) :
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ΦΦΦΦ is the transition matrix. Defining the requirements that u(t) ≈ u(tk) and w(t) ≈ w(tk) in [tk, tk+1]
(4) can be transformed to the well known representation
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with T = transition matrix (= Φ ), B = coefficient matrix of discrete correcting variable and
S = coefficient matrix of discrete disturbance variable. Equation (5) is the piecewise solution of
LDE (1). The state vextor x(tk) consists of the initial values of the differential equation at time tk,
which are used to update its solution.

2.2 Determination of the transition matrix T by means of equivalent polynomials

The determination of the transition matrix T can be realized by different strategies. In case of a
time invariant or assumed as piecewise time invariant square system dynamics matrix F the tran-
sition matrix is derived by a matrix exponential (GELB, 1974).
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Usually this calculation is effected numerically cutting off the power series representation of (6)
(GELB 1974, SCHRICK 1977, HEUNECKE 1995 ). Considering the adaptive Kalman filter extension
in section 2.4 a strict analytic formulation is desired, avoiding the discussion of errors of approxi-
mation and creating a compact solution suitable for further analytic examinations. HUEP (1986)
realizes the analytic solution by 'Laplace transformations'. In this paper an approach correspon-
ding with in geodesy well known spectral analysis of matrices is presented.

The basic idea of the following approach is
substituting the matrix exponential in (6)

( )),()f( 1 kk
t tte +== TF F ∆ (7)

by a polynomial φ(F), which is equivalent to
the function f(F). In comparison with the re-
presentation of (7) by an infinite power series
this polynomial has a finite degree. Conse-
quently a complete analytical formulation is
possible.
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In figure 2 the practical determination of the
equivalent polynomial φ belonging to the
matrix function f(F) in (8) and the derivation Figure 2: Determination of transition matrix T
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of the transition matrix T are shown. The mathematical terms and the special requirements for the
system dynamics matrix F are motivied in the following considerations. Having determined the
transition matrix T the matrices B and S can be calculated using the definite integrals in (5).
Consequently the system equations of the discrete Kalman filter are defined.

An important theoretical fundamental can be found in the 'Cayley-Hamilton theorem'. In this
theorem it is pointed out that any square matrix A (n, n) is always a 'zero' of its own characteristic
polynomial p(λ). This polynomial is derived from the eigenvalue problem (EVP) belonging to A.
Consequently A fulfills the following equation (9). The further considerations are based on
ZURMÜHL (1964).

OEAAAA

EA
!

=++++=

++++=−=

−

−

01
1-

1

01
1-

1

)p(

EVP)(det)p(

aaa

aaa

n
n

n

n
n

n

&

& λλλλλ
(9)

At first the discussion of a matrix function f(A) is restricted to the special case of a matrix polyno-
mial P(A). Utilizing (9) the equivalent polynomial φ(A) can be calculated by simple polynomial
factorization with the corresponding scalar polynomials P(λ) respectively p(λ) :
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Executing the factorization in (10) a matrix polynomial P(A) of degree q ≥ n can be represented
by an equivalent polynomial φ*(A) of degree r ≤ n-1. The degree r of the equivalent polynomial
can further be reduced substituting the divisor p by the minimum polynomial m. The minimum
polynomial is the polynomial of lowest degree fulfilling m(A) = O (ZURMÜHL, 1964). Conse-
quently (10) can be substituted by :
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At this point the construction of m is only introduced for the very important class of diagonali-
zable matrices. Diagonalizable square matrices are of dimension n and own exactly n linearly
independent eigenvectors. For this case a matrix A with s different eigenvalues λi owns a
minimum polynomial m of degree s (ZURMÜHL, 1964) :
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The power series in (8) is a matrix polynomial of infinite degree. Using a minimum polynomial it
can, in principle, be reduced to a finite equivalent polynomial. Actually the practical realization of
this idea cannot be directly done by polynomial factorization. In ZURMÜHL (1964) an approach is
described which can be applied to matrix polynomials of infinite degree and consequently to
matrix functions with power series representation.

Presuming a matrix function f(A) with diagonalizable matrix A the utilization of its minimum
polynomial m of degree s (12) leads to the following 'reduction' :
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In (13) the equivalent polynomial φ(λ) is constructed as a sum of s 'Lagrange' polynomials mi(λ)
which are combined with coefficients Fi including the eigenvalues f(λi) of f(A.).

Matrix functions with non-diagonalizable matrices can also be substituted by equivalent poly-
nomials (ZURMÜHL, 1964), but the representation is more complicated. Considering the practical
application in section 2.3 the system dynamics matrix F is diagonalizable. The case of non-
diagonalizability is not further discussed in this paper.

With (12) and (13) the sequence shown in figure 2 is completely described. In the following
section the calculation is illustrated by an example. This example is selected from a special and
important class of dynamic systems: the mass-spring-damper-systems.

2.3 The system equations of the mass-spring-damper-system

Within the domain of structure models the fundamental equation of linear dynamic elasticity
represents a very important element in context with the physical interpretable modelling of the
object's transmission behaviour (section 2.1). In the following the one-dimensional movement of
an object point is described. This corresponds with its movement in the direction of only one axis
of the object coordinate system neglecting algebraic couplings with other coordinates. In this case

the fundamental equation is reduced to a
linear differential equation of second order
which represents an one-dimensional dyna-
mical system.

wffyγyβym +=++ &&& (14)

With (14) a mass-spring-damper-system is
described at which m is the mass, β the dam-
ping and γ the spring constant (see also
figure 3). On the right side of the LDE f
represents an external deterministic force
(correcting variable) and fw a stochastic force
(disturbance variable).

Dividing (14) by m the equation is trans-
formed into a representation corresponding
with LDE (1). Introducing the substitutions
ω0 and ξ normally used in mechanics equa-
tion (14) can be converted into the linear dif-

ferential equation (15). In this equation the quantity ω0 is the natural angular frequency, that
means the angular frequency of the autonomous continous oscillation. ξ is a damping factor
specifying the oscillatory behaviour of the system (ξ < 1 oscillation, ξ = 1 aperiodic limit case,
ξ > 1 creeping). The following representation is conforming to SCHRICK (1977) and is the
fundamental equation of all further considerations :
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The right side of LDE (15) consists of accelerations u as correcting and w as disturbance variable.
Now the transition to the state-space notation is the first step to integrate (15) into the system
equations of a Kalman filter.
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Figure 3: Mass-spring-damper-system
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The transition matrix T is determined with the method described in section 2.2. The eigenvalues
of the system dynamics matrix F are :

10)det( 2
001,2 −±−=⇒=− ξωξωλ λEF (17)

In (17) it is shown that all eigenvalues are different, so that the diagonalizability of F immediately
can be concluded (ZURMÜHL, 1964). In the following with ξ < 1 an oscillating system is
considered. Consequently the eigenvalues become complex.
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The minimum polynomial m(λ) is derived with (12) :

)j()j()()()m( 21 ωσωσ +−−−=−−= λλλλλλλ (19)

Using (7) and (13) the equivalent polynomial φ(λ) of the matrix exponential can be determined.





 −+= )tsin()tωtω
ω

σΔt ∆ω
ω
σ∆λ∆λϕ cos()sin(

1
e)( (20)

The transition matrix T of the mass-spring-damper-system follows as :
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Inserting G and D from (16) and T from (21) in the definite integrals (5) the coefficient matrices
of discrete correcting variable B and of discrete disturbance variable S of the Kalman filter are
calculated. As G ≡ D the result is :
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With (21) and (22) the mass-spring-damper-system is integrated into the system equations of the
Kalman filter. As shown in (16) the state vector x for the present case only consists of locus and
velocity of mass m.

2.4 Extension of the system equations to the adaptive Kalman filter

The comparison of the coefficients between the dynamic structure model (15) and LDE (1) results
in the following representation which is equivalent to (15) :
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Model (23) is containing the physically interpretable parameters a0 and a1 which have to be
adapted to the empirical measurements. This adaptation is the main task of the parametrical
identification and requires the extension of the 'descriptive' state vector xd in (16) with an adaptive
'physical' part xp.
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In the system equations of the Kalman filter the update of xp is realized by a 'random walk
process' with disturbance variables wp. Using (5), (21), (22) and (24) the extended system equa-
tions are defined as
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at which in the following ~ describes the true state quantities x respectively acceleration u.

Assuming E{wk} = 0 and E{wp,k} = o the prediction 1+kx  is calculated with the deterministic part

of (25) inserting the estimated state vector kx̂  and the measured acceleration uk. Because of non-
linearity of the physical state parameters xp in T, B and S the determination of the covariance
matrix of the prediction requires the linearization of (25). The linearized prediction errors are :
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Equation (26) leads to the following matrix representation :
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with matrices Tk+1,k, Bk+1,k and Sk+1,k known from (25). The matrix Tp,k+1,k is the Jacobi matrix
derived from the descriptive part ψd of the system equations :
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Using (27) for the propagation of errors the crosscovariances between the estimated state vector
T

p,d, )( kkk ˆˆˆ xxx = , the measured acceleration uk, and the disturbance variables wk (stochastic

acceleration) and wp,k (of the physical part of the state vector) are neglected. u~u − , w and wp are
further assumed to be 'white noise' (no temporary correlations). Consequently the stochastic
model of the linearized system equations (27) is defined as :
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Because of the high sampling rate of geodetic measuring sensors, temporary correlations between
the measuring quantities of acceleration u must be supposed. Furtheron the disturbance influences
are also temporary correlated. The consideration of these correlations in a 'form filter' (HUEP,
1986) is not discussed in this article.
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3. Identification of a mass-spring-damper-system

For the identification of a mass-spring-damper-system simulated observations are generated.
Using the exact solution of LDE (23) and defining the physical parameters as

-1
1
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0 s1;s40 == aa (30)

and the harmonic acceleration (correcting variable) as
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a reference oscillation y(t) starting from its steady position is calculated with ω0 ≈ 2π Hz and an
impressed frequency (after response time) of ν = 0.5 Hz. Assuming suitable sensors the
observations y of locus of mass m and of the influencing acceleration u are created by sampling
and adding noise to the reference trajectories with Δt = 0.05 s, σy = 2 mm and σu = 5 mm s-2. The
sampling rate of 20 Hz corresponds with about 20 samples per oscillation (during response time).
With (30) the reference quantities of the identification task are defined. In figure 4 the
observations of locus y and acceleration u are shown for a period of 10 s.

Now, we assume that the physical parameters a0 and a1 of the dynamic structure model (23) are a
priori insufficiently known. It is the task of the parametric identification to identify these quanti-
ties with the help of the extended system equations derived in section 2.4 and the observations y
and u.

As initial values of the physical part xp of the state vector the following quantities are chosen :
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At epoch k the measuring equation of the Kalman filter is defined as :
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The composition of stochastic model (29) and covariance matrix of measurements is realized
time-invariantly with realistic assumptions. It is very important to remark that the covariance
matrix Σwpwp,k of the random walk process is equated to zero. A deviation of zero immediately
creates a more instable parameter estimation of a0 and a1 and in the worst case a filter divergence.
Detailed examinations concerning the influence of wp have yet to come.

At epoch k the matrices of the system equations are composed using 1−kx̂ . In figures 5 and 6 the
progress of the filter is shown for the estimations of a0 and a1 respectively their standard devia-
tions in the period of 10 s after filter initialization with (32).
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Figure 4: Simulated observations of locus y and acceleration u
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In (33) it can be seen that only the locus x1 is observable. All other quantities of x are non-
observable. Nevertheless the filters capability to indentify the physical part xp is strongly
influenced by matrix Tp,k+1,k (28) which produces algebraic correlations between descriptive and
physical part of the state vector (HEUNECKE, 1995). The consequence of these correlations is the
'autonomous' reduction of the initial standard deviations in xp. This may be used as an indicator
concerning identifiability (SCHRICK 1977, HEUNECKE 1995).

In figure 5 the estimations of xp converge in about 5 s. Their final level corresponds with the
reference values in (30). In the same period the standard deviations of xp are also reduced to a
constant low level (figure 6). This means an identification phase of 5 observed oscillations
(figure 4). Consequently considering the estimations of a0 and a1, calculated by the adaptive
Kalman filter, in this example the dynamic white box model (23) can be assumed as identified.

The small deviations between estimations
and reference values (0.1 % in a0 and 1 %
in a1, see figure 5) may be reduced intro-
ducing more suitable stochastic models
and increasing the sampling rate. In
general the estimation of parameter a1

shows a more instable progress than a0.
Obviously the reason for this behaviour is
that because of the forced oscillation, pa-
rameter a1 (dependent on damping con-
stant β) is worse identifiable than para-
meter a0 (dependent on spring constant γ).
The examination of autonomous oscilla-
tions (i.e. system impulse response) resul-
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ted in more smooth estimations. Applying the normal test for innovation d (WELSCH and others,
2000) a result is received conforming to the previous considerations (figure 7). Nevertheless the
test result is extremely dependent on the introduced stochastic quantities. Furthermore determi-
ning the degrees of freedom of the test quantity the autocorrelations of d are neglected. Thus the
test can be assumed as too optimistic. To create a statistic indicator for the significance of inno-
vation a modified test strategy should be used.

4. Conclusions and perspectives

In this paper the parametric identification of dynamic structure models is exemplarily realized
using a simulated mass-spring-damper-system. The physically interpretable quantities γ/m and
β/m are estimated. It is shown that convergent solutions can be created corresponding with the
reference values. But it is also evident that the parameter identifiability is dependent on the nature
of influencing correcting variables. In analogy to the non-parametric identification this fact has to
be taken into account in practical applications. By means of the identified structure model (23) the
simulation of the dynamic behaviour of mass m is possible considering (within physical
restrictions) any correcting variables.

The experimental realization concerning the parametrical identification of a non-stationary
temperature model which is based on parabolic differential equations is in work.
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